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Abstract 

The present invention discloses a method for identifying herbal compounds with anti-cancer properties using 

machine learning techniques. The method involves collecting a comprehensive dataset comprising information on 

herbal compounds, their chemical properties, and experimental data on their anti-cancer activities. Relevant features 

are extracted from the dataset, including molecular descriptors, physicochemical properties, and structural 

characteristics of the compounds. The dataset is preprocessed to ensure data quality, and machine learning models, 

such as support vector machines or neural networks, are trained on the preprocessed data to learn the relationship 

between the features and the anti-cancer activities. 

 

Introduction 

The present invention relates to the field of pharmaceutical research and, in particular, to a method for identifying 

herbal compounds with anti-cancer properties using machine learning techniques. More specifically, the invention 

pertains to a novel approach that utilizes machine learning algorithms to screen and identify herbal compounds that 

exhibit potential anti-cancer activity[1]. 

In spite of this extraordinary growth in the cancer biology field, progress in the area of drug discovery remains stagnant, 

still plagued with long development time to market and exorbitantly high costs despite the systematic implementation of 

high-throughput screening technologies. To date, bringing a drug to market takes about a decade with research and 

development (R&D) costs reaching approximately US $2.8 billion (1). Candidate drugs may fail at many points along 

the drug development pipeline due to numerous reasons such as poor pharmacokinetics, toxicity or lack of clinical 

efficacy. 

A promising solution to the considerable drug development challenges of novel compounds is the use of existing drugs 

for the treatment of new diseases. Approved drugs have undergone all phases of clinical trials in order to reach the market 

and thus have a known and accepted safety profile. If a new clinical indication for an approved drug is suggested, that 

drug may re-enter the clinical trial process at Phase II thus substantially reducing the R&D risk, time and cost (2). 

In the past few years, drug repurposing research has benefited greatly by the systematic adoption of computational 

strategies spanning a large area of unique methodologies and approaches. Molecular modeling of therapeutic protein 
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targets allows for the understanding of the structural biology as well as high throughput “virtual screenings” to identify 

novel drug candidates. Advances in machine learning and artificial intelligence (in particular deep learning) provide new 

insights into how drugs bind to targets and how their physicochemical properties relate to phenotypic changes. In addition, 

the utilization of such methods also help identify novel anti-cancer targets from the large-scale cancer datasets already 

collected by multiple initiatives. As the amount of chemical and bioactivity data grows due to the adoption of high-

throughput and multi-omics drug profiling assays, these methods are poised to make substantial contributions in cancer 

drug discovery. Furthermore, the increased accessibility of these public dataset collections further facilitates the potential 

of computational approaches. These approaches need not be limited in using experimental and biological datasets. The 

utilization of clinical datasets such as EHR (electronic health records) has also shown promising results. In this review, 

we discuss the current computational strategies used for drug repurposing in oncology with an emphasis on machine and 

deep learning. 

 

Background of Research 

Cancer is a leading cause of mortality worldwide, necessitating the development of effective treatments. Traditional 

medicine, including the use of herbal compounds, has been explored for its potential in combating cancer. However, 

the identification of herbal compounds with anti-cancer properties remains a challenging and time-consuming 

process due to the vast number of natural products available and the complex interactions within biological 

systems[2]. 

Cancer is a complex and devastating disease that continues to be a major global health concern.  Despite 

advancements in treatment modalities, the development of effective anti-cancer therapies remains a significant 

challenge. In recent years, there has been a growing interest in exploring natural products, including herbal 

compounds, as potential sources of anti-cancer agents[3]. 

Traditional medicine systems, such as Ayurveda, Traditional Chinese Medicine (TCM),  and traditional healing 

practices from various cultures, have long relied on herbal remedies for treating a wide range of ailments, including 

cancer. Herbal compounds derived from medicinal plants often exhibit diverse chemical structures and bioactive 

properties, making them attractive candidates for drug discovery. However, the identification of herbal compounds 

with anti-cancer properties is a complex and time- consuming process. Traditional screening methods involve 

extensive experimentation, which is resource-intensive and often lacks efficiency. Additionally, the vast number of 

natural products available, along with the intricate interactions within biological systems, further complicates the 

identification of promising anti-cancer compounds. Conventional screening methods involve extensive 

experimentation, requiring substantial resources and time. These approaches often lack efficiency and fail to 

consider the synergistic effects between compounds and their targets. There is a need for an improved method that 

can effectively and efficiently identify herbal compounds with anti-cancer properties, thereby accelerating the 

discovery of potential therapeutic agents[4].  

To address these challenges, there is a need for an improved method that  can  expedite  the identification of herbal 

compounds with anti-cancer properties while considering their complex interactions with cancer cells and their 

targets. Machine learning techniques  offer  a promising approach to tackle this problem by harnessing the power 

of data-driven analysis and predictive modeling[5].      

Machine learning algorithms can learn patterns and relationships from large datasets, enabling the discovery of 

hidden associations between chemical features and anti-cancer activities. By utilizing[6] these algorithms, it 

becomes possible to screen and prioritize herbal compounds based on their potential efficacy as anti-cancer agents. 

The integration of machine learning techniques with herbal compound screening provides several advantages. First, 

it allows for the simultaneous evaluation of a large number of compounds, significantly reducing the time and 

resources required for screening. Second, machine learning models can capture complex interactions and 
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synergistic effects between compounds and their targets, leading to more accurate predictions of anti-cancer activity. 

Third, machine learning-based approaches offer the potential for comprehensive screening by considering multiple 

molecular features and diverse chemical properties[7]. 

 

Materials and methods 

The present invention provides a method for identifying herbal compounds with anti-cancer properties using machine 

learning techniques. The method leverages the power of data-driven analysis and predictive modeling to expedite 

the screening process and increase the accuracy of compound selection. The present invention aims to address the 

limitations of conventional screening methods and provide a novel method for identifying herbal compounds 

with anti-cancer properties using machine learning techniques. This method combines the power of data analysis, 

feature extraction, model training, and validation to enable efficient and accurate screening of herbal compounds, 

ultimately accelerating the discovery of potential therapeutic agents for cancer treatment[8]. 

To further clarify advantages and features of the present disclosure, a more particular description of the invention 

will be rendered by reference to specific embodiments thereof, which is illustrated in the appended drawings. It is 

appreciated that these drawings depict only typical embodiments of the invention and are therefore not to be 

considered limiting of its scope. The invention will be described and explained with additional specificity and detail 

with the accompanying drawings[9]. 

 

Brief Description of Drawings 

These and other features, aspects, and advantages of the present disclosure will become better understood 

when the following detailed description is read with reference to the accompanying drawings in which like 

characters represent like parts throughout the drawings, wherein: 

         Figure 1: illustrates Flowchart illustrating the steps involved in the method for identifying herbal compounds 

with anti-cancer properties using machine learning techniques[10]. 

 

Further, skilled artisans will appreciate that elements in the drawings are illustrated for simplicity and may not have 

been necessarily been drawn to scale. For example, the flow charts illustrate the method in terms of the most 

prominent steps involved to help to improve understanding of aspects of the  present disclosure. Furthermore, in 

terms of the construction of the device, one or more components of the device may have been represented in the 

drawings by conventional symbols, and the drawings may show only those specific details that are pertinent to 

understanding the embodiments of the present disclosure so as not to obscure the drawings with details that will be 

readily apparent to those of ordinary skill in the art having benefit of the description herein[11]. 

 

Material and methods 

For the purpose of promoting an understanding of the principles of the invention, reference will now be made to the 

embodiment illustrated in the drawings and specific language will be used to describe the same. It will nevertheless 

be understood that no limitation of the scope of the invention is thereby intended, such alterations and further 

modifications in the illustrated system, and such further applications of the principles of the invention as 

illustrated therein being contemplated as would normally occur to one skilled in the art to which the invention 

relates[12]. 

It will be understood by those skilled in the art that the foregoing general description and the following detailed 

description are exemplary and explanatory of the invention and are not intended to be restrictive thereof. 

           Reference throughout this specification to “an aspect”, “another aspect” or similar language means that a 

particular feature, structure, or characteristic described in connection with the embodiment is included in at least 
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one embodiment of the present disclosure. Thus, appearances of the phrase “in an embodiment”, “in another 

embodiment” and similar language throughout this specification may, but do not necessarily, all refer to the same 

embodiment[13]. 

          The terms "comprises", "comprising", or any other variations thereof, are intended to cover a non- exclusive 

inclusion, such that a process or method that comprises a list of steps does not include only those steps but may 

include other steps not expressly listed or inherent to such process or method. Similarly, one or more devices or 

sub-systems or elements or structures or components proceeded by "comprises...a" does not, without more 

constraints, preclude the existence of other devices or other sub-systems or other elements or other structures or 

other components or additional devices or additional sub-systems or additional elements or additional structures or 

additional components. 

       Unless otherwise defined, all technical and scientific terms used herein have the same meaning as commonly 

understood by one of ordinary skill in the art to which this invention belongs. The system, methods, and examples 

provided herein are illustrative only and not intended to be limiting. 

Embodiments of the present disclosure will be described below in detail with reference to the accompanying 

drawings. 

          The functional units described in this specification have been labeled as devices. A device may be 

implemented in programmable hardware devices such as processors, digital signal processors, central processing 

units, field programmable gate arrays, programmable array logic, programmable logic devices, cloud processing 

systems, or the like. The devices may also be implemented in software for execution by various types of processors. 

An identified device may include executable code and may, 

           for instance, comprise one or more physical or logical blocks of computer instructions, which may, for 

instance, be organized as an object, procedure, function, or other construct. Nevertheless, the executable of an 

identified device need not be physically located together, but may comprise disparate instructions stored in different 

locations which, when joined logically together, comprise the device and achieve the stated purpose of the device. 

           Indeed, an executable code of a device or module could be a single instruction, or many instructions, and 

may even be distributed over several different code segments, among different applications, and across several 

memory devices. Similarly, operational data may be identified and illustrated herein within the device, and may be 

embodied in any suitable form and organized within any suitable type of data structure. The operational data may 

be collected as a single data set, or may be distributed over different locations including over different storage 

devices, and may exist, at least partially, as electronic signals on a system or network[14]. 

          Reference throughout this specification to “a select embodiment,” “one embodiment,” or “an embodiment” 

means that a particular feature, structure, or characteristic described in connection with the embodiment is included 

in at least one embodiment of the disclosed subject matter. Thus, appearances of the phrases “a select 

embodiment,” “in one embodiment,” or “in an embodiment” in various places throughout this specification are not 

necessarily referring to the same embodiment[15]. 

Furthermore, the described features, structures, or characteristics may be combined in any suitable manner in one 

or more embodiments. In the following description, numerous specific details are provided, to provide a thorough 

understanding of embodiments of the disclosed subject matter. One skilled in the relevant art will recognize, 

however, that the disclosed subject matter can be practiced without one or more of the specific details, or with other 

methods, components, materials, etc. In other instances, well-known structures, materials, or operations are not 

shown or described in detail to avoid obscuring aspects of the disclosed subject matter[16]. 

        In accordance with the exemplary embodiments, the disclosed computer programs or modules can be executed 

in many exemplary ways, such as an application that is resident in the memory of a device or as a hosted application 

that is being executed on a server and communicating with the device application or browser via a number of 
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standard protocols, such as TCP/IP, HTTP, XML, SOAP, REST, JSON and other sufficient protocols. The 

disclosed computer programs can be written in exemplary programming languages that execute from memory on 

the device or from a hosted server, such as BASIC, COBOL, C, C++, Java, Pascal, or scripting languages such as 

JavaScript, Python, Ruby, PHP, Perl or other sufficient programming languages[17]. 

Some of the disclosed embodiments include or otherwise involve data transfer over a network, such as communicating 

various inputs or files over the network. The network may include, for example, one or more of the Internet, Wide 

Area Networks (WANs), Local Area Networks (LANs), analog or digital wired and wireless telephone networks 

(e.g., a PSTN, Integrated Services Digital Network (ISDN), a cellular network, and Digital Subscriber Line 

(xDSL)), radio, television, cable, satellite, and/or any other delivery or tunneling mechanism for carrying data. The 

network may include multiple networks or sub networks, each of which may include, for example, a wired or 

wireless data pathway. The network may include a circuit-switched  voice  network,  a  packet-switched  data 

network, or any other network able to carry electronic communications. For example, the network may include 

networks based on the Internet protocol (IP) or asynchronous transfer mode (ATM), and may support voice using, 

for example, VoIP, Voice-over-ATM, or other comparable protocols used for voice data communications.  In one 

implementation, the network includes a cellular telephone network configured to enable exchange of text or SMS 

messages[18]. 

Examples of the network include, but are not limited to, a personal area network (PAN), a storage area network 

(SAN), a home area network (HAN), a campus area network (CAN), a local area network (LAN), a wide area 

network (WAN), a metropolitan area network (MAN), a virtual private network (VPN), an enterprise private 

network (EPN), Internet, a global area network (GAN), and so forth. The present invention will be further described 

in detail with reference to the accompanying drawings[19]. 

 

The present invention provides a novel method for identifying herbal compounds with anti-cancer properties using 

machine learning techniques. The method's advantages include increased efficiency, improved  accuracy,  cost-

effectiveness,  and  comprehensive  screening  capabilities.  The  detailed description, along with the accompanying 

flowchart, elucidates the steps involved in implementing the invention. By leveraging the power of machine learning 

algorithms and comprehensive datasets, this method accelerates the identification of potential therapeutic candidates 

from herbal compounds, thereby contributing to advancements in anti-cancer drug discovery[20]. 

       

Figure 1 illustrates a flowchart outlining the steps involved in the method for identifying herbal compounds with 

anti-cancer properties using machine learning techniques. The following description will provide a more detailed 

explanation of each step[21]. 

 

Step 1 (102): Data Collection In this step, a comprehensive dataset is compiled, incorporating information on herbal 

compounds and their chemical properties, as well as existing experimental data on their anti-cancer activities. This 

data can be obtained from various sources, including scientific literature, public databases, and experimental studies. 

 

Step 2 (104): Feature Extraction The compiled dataset is subjected to feature extraction, where relevant features are 

identified and extracted. These features may include molecular descriptors, physicochemical properties, structural 

characteristics, and any other relevant information that can describe the herbal compounds and their potential anti-

cancer properties. Feature selection techniques can be applied to reduce the dimensionality of the dataset and 

eliminate irrelevant or redundant features[22]. 

 

Step 3 (106): Data Preprocessing In this step, the dataset undergoes preprocessing to ensure data quality and 
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consistency. Noise is removed, and missing values are handled through appropriate imputation techniques. 

Furthermore, the features are normalized or scaled to a common range to prevent biases caused by differences in 

their scales[23]. 

 

Step 4 (108): Model Training Machine learning models, such as support vector machines, random forests, or neural 

networks, are employed to train on the preprocessed dataset. The models learn from the labeled examples in the 

dataset, capturing the complex relationships between the extracted 

          features and the corresponding anti-cancer activities of the herbal compounds. The training process involves 

optimization techniques, such as gradient descent, to iteratively update the model parameters and minimize the 

prediction error[23]. 

 

Step 5 (110): Model Validation To assess the performance and generalizability of the trained models, cross-

validation techniques are employed. The dataset is divided into multiple subsets, and the models are tested on 

different combinations of training and validation sets. Evaluation metrics, such as accuracy, precision, recall, and 

area under the curve (AUC), are calculated to measure the models' performance in predicting the anti-cancer 

activities of the herbal compounds accurately[24]. 

 

Step 6 (112): Prediction and Compound Selection Once the models are validated, they are ready to predict the 

anti-cancer activities of new, untested herbal compounds. The extracted features of these compounds are inputted 

into the trained models, which generate predictions based on the learned patterns. The predicted activities serve 

as a basis for ranking and prioritizing the herbal compounds. According to their potential efficacy as anti-cancer 

agents. The compounds with the highest predicted activities are selected for further experimental validation. 

 

Step 7 (114): Experimental Validation In this final step, the top-ranked herbal compounds selected based on the 

predictions undergo experimental validation to confirm their anti-cancer properties. Various assays and tests, such 

as cell viability assays, apoptosis assays, and animal studies, can be conducted to assess the compounds' 

effectiveness in inhibiting cancer growth or inducing cancer cell death. The results obtained from the experimental 

validation further refine the selection of herbal compounds with significant anti-cancer activity[25]. 

The method for identifying herbal compounds with anti-cancer properties using machine learning techniques 

described herein offers a more efficient and accurate approach compared to conventional screening methods. By 

leveraging the power of machine learning algorithms and comprehensive datasets, the invention enables the rapid 

screening and selection of potential therapeutic candidates from the vast pool of herbal compounds, contributing to 

the advancement of anti-cancer drug discovery. 

The method involves the following steps: 

 

Data Collection: A comprehensive dataset is compiled, consisting of information  on  herbal compounds, their 

chemical properties, and existing experimental data on their anti-cancer activities. 

Feature Extraction: Relevant features are extracted from the dataset, including molecular descriptors,  

physicochemical properties, and structural characteristics of the herbal compounds[26]. 

 

Data Preprocessing:  The dataset  is  preprocessed  to  remove  noise,  handle  missing  values, 

and normalize the features to ensure consistency. 

 

Model Training: Machine learning models, such as support vector machines, random forests, or neural networks, are 
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trained using the preprocessed dataset. These models learn the complex relationships between the chemical features 

and the anti-cancer activities of the herbal compounds. 

 

Model Validation: The trained models are evaluated using cross-validation techniques to  

assess their performance and generalizability. 

 

Prediction and Compound Selection: Once the models are validated, they are applied to predict the anti-cancer 

activities of new, untested herbal compounds. The predicted activities are used to rank and prioritize the compounds 

based on their potential efficacy[27]. 

 

Experimental Validation: The top-ranked herbal compounds are selected for further experimental validation to 

confirm their anti-cancer properties. 

The inventive method harnesses the power of machine learning algorithms to learn from the vast amount of available 

data, thereby enabling the identification of potential anti-cancer herbal compounds more efficiently and accurately. 

In an embodiment, a system for identifying herbal compounds with anti-cancer properties comprises: a data 

collection module configured to collect a dataset comprising information on herbal compounds, their chemical 

properties, and experimental data on their anti-cancer activities; a feature extraction module configured to extract 

relevant features from the dataset, including molecular descriptors, physicochemical properties, and structural 

characteristics of the herbal compounds; a data preprocessing module configured to preprocess the dataset by 

removing noise, handling missing values, and normalizing the features; a machine learning module configured to 

train machine learning models using the preprocessed dataset to learn the relationships between the features and the 

anti- cancer activities of the herbal compounds. e. a validation module configured to validate the trained models 

using cross-validation techniques to assess their performance and generalizability; a prediction module configured to 

predict the anti-cancer activities of new, untested herbal compounds using the validated models and rank the 

compounds based on their predicted efficacy; and an experimental validation module configured to experimentally 

validate the top-ranked herbal compounds to confirm their anti-cancer properties[28]. 

In an embodiment, the system further comprises a user interface module configured to interact with users and 

display the results of the predicted anti-cancer activities and the ranking of herbal compounds[29]. 

In an embodiment, the system is implemented in a cloud computing environment, allowing for scalable and 

distributed processing of the dataset and prediction of anti-cancer activities for multiple herbal compounds 

simultaneously. 

The present invention offers several advantages over conventional methods for identifying herbal compounds with 

anti-cancer properties: 

 

Increased Efficiency: By utilizing machine learning techniques, the method accelerates the screening process, 

allowing for the rapid identification of potential therapeutic candidates[29]. 

 

Improved Accuracy: The predictive models developed through machine learning algorithms consider the complex 

interactions between herbal compounds and their targets, resulting in more accurate predictions. 

 

Cost-effectiveness: The method reduces the reliance on extensive experimental testing, saving resources and 

minimizing costs associated with traditional screening methods. 

 

Comprehensive Screening: The method enables the simultaneous screening of a large number of herbal 
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compounds, facilitating the identification of compounds with diverse anti-cancer mechanisms and broad therapeutic 

potential[30]. 

 

In an embodiment, the below herbal compounds having anti-cancer properties can be included in the dataset used in 

the present invention: 

 

Curcumin: Derived from the turmeric plant, curcumin has demonstrated anti-cancer  effects  by inhibiting tumor 

growth, inducing apoptosis (programmed cell death), and suppressing inflammation. It has shown potential in 

various cancer types, including breast, colorectal, lung, and pancreatic cancer. 

 

Resveratrol: Found in grapes, red wine, and berries, resveratrol possesses anti-cancer properties through its 

antioxidant and anti-inflammatory actions. It has been investigated for its potential in preventing and treating various 

cancers, including breast, prostate, and colorectal cancer[31]. 

 

Epigallocatechin gallate (EGCG): Found abundantly in green tea, EGCG has shown promising anti- cancer effects 

by inhibiting tumor cell proliferation, inducing apoptosis, and suppressing angiogenesis. It has been studied for its 

potential in preventing and treating breast, lung, and prostate cancer. 

 

Quercetin: Widely present in fruits, vegetables, and herbs, quercetin exhibits anti-cancer properties through its 

antioxidant and anti-inflammatory actions. It has been investigated for its potential in various cancer types, including 

lung, breast, and colon cancer. 

 

 Astragalus polysaccharides:   

 Derived  from  the  Astragalus  plant,  these     polysaccharides  have demonstrated anti-cancer effects by 

enhancing immune function, inhibiting tumor cell proliferation, and inducing apoptosis. They have been studied for 

their potential in treating liver, lung, and gastric cancer[32]. 

These compounds serve as valuable references for training the models to recognize patterns and associations 

between chemical features and anti-cancer activities. 

The drawings and the forgoing description give examples of embodiments. Those skilled in the art  will appreciate 

that one or more of the described elements may well be combined into a single functional element. Alternatively, 

certain elements may be split into multiple functional elements. Elements from one embodiment may be added to 

another embodiment. For example, orders of processes described herein may be changed and are not limited to 

the manner described herein[33]. 

Moreover, the actions of any flow diagram need not be implemented in the order shown; nor do all of the acts 

necessarily need to be performed. Also, those acts that are not dependent on other acts may be performed in parallel 

with the other acts.  

The scope of embodiments is by no means limited by these specific examples. Numerous variations, whether 

explicitly given in the specification or not, such as differences in structure, dimension, and use of material, are 

possible. The scope of embodiments is at least as broad as given by the following claims[34]. 

Benefits, other advantages, and solutions to problems have been described above with regard to specific 

embodiments. However, the benefits, advantages, solutions to problems, and any component(s) that may cause any 

benefit, advantage, or solution to occur or become more pronounced are not to be construed as a critical, required, or 

essential feature or component of any or all the claims. 
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Results and discussion 

A method for identifying herbal compounds with anti-cancer properties using machine learning techniques, 

comprising:collecting a dataset comprising information on herbal compounds, their chemical properties, and 

experimental data on their anti-cancer activities; Extracting relevant features from the dataset, including molecular 

descriptors, physicochemical properties, and structural characteristics of the herbal compounds[35]; Preprocessing 

the dataset by removing noise, handling missing values, and normalizing the features; Training machine learning 

models using the preprocessed dataset to learn the relationships between the features and the anti-cancer activities of 

the herbal compounds; Validating the trained models using cross-validation techniques to assess their performance 

and generalizability; Predicting the anti-cancer activities of new, untested herbal compounds using the validated 

models and ranking the compounds based on their predicted efficacy; and Experimentally validating the top-ranked 

herbal compounds to confirm their anti-cancer properties. The method as described wherein the machine learning 

models comprise support vector machines, random forests, or neural networks. The method as described wherein 

the dataset is collected from scientific literature, public databases, and experimental studies[36]. The method as 

described wherein the features are selected using feature selection techniques to reduce the dimensionality of the 

dataset. The method as described wherein the dataset is preprocessed by imputing missing values using appropriate 

techniques and normalizing the features to a common range.  

The method as described wherein the performance of the trained models is evaluated using accuracy, precision, 

recall, or area under the curve (AUC) metrics. 

The method as described wherein the experimental validation comprises cell viability assays, apoptosis assays, or 

animal studies to assess the anti-cancer properties of the selected herbal compounds. A system for identifying herbal 

compounds with anti-cancer properties, comprising: a data collection module configured to collect a dataset 

comprising information on herbal compounds, their chemical properties, and experimental data on their anti-cancer 

activities; a feature extraction module configured to extract relevant features from the dataset, including molecular 

descriptors, physicochemical properties, and structural characteristics of the herbal compounds; a data preprocessing 

module configured to preprocess the dataset by removing noise, handling missing values, and normalizing the 

features[38];  

A machine learning module configured to train machine learning models using the preprocessed dataset to learn 

the relationships between the features and the anti-cancer activities of the herbal compounds. e. a validation 

module configured to validate the trained models using cross-validation techniques to assess their performance and 

generalizability; a prediction module configured to predict the anti-cancer activities of new, untested herbal 

compounds using the validated models and rank the compounds based on their predicted efficacy; and an 

experimental validation module configured to experimentally validate the top-ranked herbal compounds to confirm 

their anti-cancer properties. The system as described, further comprising a user interface module configured to 

interact with users and display the results of the predicted anti-cancer activities and the ranking of herbal 

compounds. The system as described, wherein the system is implemented in a cloud computing environment, 

allowing for scalable and distributed processing of the dataset and prediction of anti-cancer activities for multiple 

herbal compounds simultaneously[39-40].  
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Extracting relevant features from the dataset, including molecular descriptors, physicochemical properties, 

and structural characteristics of the herbal compounds 

 

 

Preprocessing the dataset by removing noise, handling missing values, and normalizing the features 

 

 

Training machine learning models using the preprocessed dataset to learn the relationships between the features 

and the anti-cancer activities of the herbal compounds 

 

 

 

 

 

 

 

 

Validating the trained models using cross-validation techniques to assess their performance and 

generalizability 

 

Predicting the anti-cancer activities of new, untested herbal compounds using the validated models and 

ranking the compounds based on their predicted efficacy 

 

Experimentally validating the top-ranked herbal compounds to confirm their anti-cancer properties 

 

 

 

Figure 1: Illustrates Flowchart illustrating the steps involved in the method for identifying herbal 

compounds with anti-cancer properties using machine learning techniques. 
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